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Abstract -  A Stroke is a cerebrovascular disease 

characterized by impaired brain function due to damage 

or death of brain tissue caused by reduced or blocked 

blood and oxygen flow to the brain. Expert systems can be 

used as learning aids for medical students to diagnose 

stroke. Medical records of stroke cases can be reused as a 

reference for diagnosing stroke when there are new cases, 

known as the case-based reasoning (CBR) method. This 

study implements the Minkowski distance similarity 

method in CBR to calculate the similarity value between 

cases, where each similar case has the same solution. This 

study uses the Minkowski distance similarity method in 

CBR to obtain the most optimal value of r and the most 

appropriate threshold value in the expert system for stroke 

diagnosis. The diagnosis process is carried out by inputting 

the patient's condition, symptoms, and risk factors. Then, 

the system will calculate the similarity value and take the 

case with the highest similarity value as the solution, 

providing that the similarity value must be greater than or 

equal to the threshold value. Based on system testing, the 

best accuracy value was achieved by applying a threshold 

value of 75 with an r-value of 3 or 4, with an accuracy rate 

of 88.89%, a recall value of 88%, and a precision of 100%. 
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I. INTRODUCTION 

A stroke is a cerebrovascular disorder that happens 

when blood and oxygen flow to the brain is obstructed, 

causing brain tissue to die or be damaged [1]. 

Technology has advanced quickly as a means of 

increasing production and efficiency across a variety of 

industries. Expert systems are one of the technologies 

that are developing. Expert systems are intelligent 

systems and a subset of Artificial Intelligence (AI) that 

use an expert's expertise to teach a computer how to 

solve problems accurately, much like an expert would 

[2]-[3]. A knowledge base, inference engine, working 

memory, and user interface are needed to develop an 

expert system [2], [4]. 

A knowledge base is a component that contains facts 

and rules, where facts represent information about 

objects, and rules are used to derive new facts from 

known ones. An inference engine is a component that 

searches for connections between the rules in the 

knowledge base and the input facts, working memory, 

database, and user interface. Working memory contains 

data received from the user during the expert system 

session, and the user interface provides facilities for 

interaction between the user and the system [2]. 

In the field of medicine, numerous systems have been 

created, including [5]- [9]. Expert systems can be used in 

the classroom to diagnose strokes as a learning tool. The 

Case-Based Reasoning (CBR) method allows for the 

reuse of medical records from previous stroke cases as 

references when diagnosing new stroke cases. Expert 

systems use Case-Based Reasoning to solve problems by 

remembering and using prior information and 

experiences [10]-[11]. If a problem is successfully 

resolved during the CBR process, the solution will be 

saved to address similar problems in the future. If it 

cannot resolve a problem, the case will be noticed and 

stored to help prevent the same mistake in the future [12]. 

The four stages of the CBR process are retrieve, 

reuse, revise, and retain. Retrieve is the process of 

determining the issue and comparing it to prior cases. 

When a new case and the cases in the case base are 

compared, a similarity value is calculated, and the old 

case with the highest similarity value to the new case is 

chosen. Identifying the degree of case similarity is the 

most important part of this stage [13]. The system 

employs the reuse process to search the database for 

comparable earlier circumstances to discover a solution 

for the current problem. The system then utilizes 

knowledge from earlier, comparable cases to address the 

new issue [14]. An expert's revision process involves 

making the offered solution better. If successful, the new 

case will be saved in the database alongside the new 

solution, and retaining involves merging or saving new 
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cases that have achieved solutions successfully for 

reference in subsequent instances similar to these [13]. 

Calculating document similarity at the retrieval stage 

becomes a crucial component of the CBR system. The 

level of document similarity is calculated using this 

formula. The Minkowski Distance Similarity approach, 

a generalization of the Euclidean Distance and 

Manhattan Distance methods, is one of the numerous 

methods to determine the degree of similarity between a 

new case and cases in the case base in CBR [15]. The 

only distinction between these techniques is the 

magnitude of r, the Minkowski power constant. The 

accuracy of the system being created is significantly 

impacted by the values chosen for r and the threshold.  

There have been numerous studies on CBR for 

disease diagnosis, such as Nelson et al.'s 2018 study on 

CBR for stroke diagnosis using the Jaccard Coefficient 

technique, applying the Siriraj Score to distinguish 

between ischemic and hemorrhagic stroke, and then 

employing dense indexing [16]. A threshold value of 0.7 

resulted in greater sensitivity (89.88%) and accuracy 

(81.67% with indexing and 84.44% without indexing) 

compared to threshold values of 0.8, 0.9, and 1. The 

system was tested with 45 cases as test data and 135 

cases as the case base. 

Using the K-Nearest Neighbour algorithm with an 

80% threshold value, Zainuddin et al. conducted research 

on CBR for diagnosing stroke in 2016 and reported that 

out of 15 evaluated cases, the system properly diagnosed 

93.3% of cases, according to expert diagnosis [17]. 

Using CBR and the K-Nearest Neighbour approach for 

calculating distance, Warman et al. [18]. They 

investigated an expert system for spotting illnesses in 

rice plants. Fifty-two test data sets with a threshold value 

of 70% were used to assess the system's sensitivity and 

accuracy; the results showed that the system's sensitivity 

was 100%, and its accuracy rate was 82.69%. 

Minkowski Distance method has been used in several 

studies, including [19]- [23]. This study aims to develop 

an expert system that uses the Minkowski Distance 

Similarity approach in CBR to diagnose strokes with the 

maximum degree of accuracy and the most suitable 

threshold value. 

This essay is divided into four pieces, starting with an 

introduction detailing the research background and a 

literature review on the method's use. The system 

development and testing process is covered in the second 

section. The results and discussion are covered in the 

third part. The paper's conclusion concludes the research 

findings. 

 

II. METHOD 

Four stages comprise the system development 

process: requirement analysis, system design, 

implementation of the program code, and system testing. 

The research by Nelson et al. in 2018, titled Case-Based 

Reasoning for Stroke Diseases Diagnosis, provided the 

data for this study. It is made up of data from the medical 

records of stroke patients treated at Yogyakarta's DKT 

Dr. Soetarto Hospital during 2015 and 2016 [16]. Based 

on its etiology and anatomical pathology, stroke is 

divided into four categories: embolic, thrombotic, 

subarachnoid hemorrhage, and intracerebral 

hemorrhage. 

A. System Design  

The American Stroke Association [24] states that 

stroke symptoms generally include face dropping, arm 

weakness, and slurred speech. Face drooping is when 

one side of the face droops or is numb, and arm weakness 

is when one arm is weak or numb. Apart from that, 

several other symptoms can accompany a stroke, 

including difficulty walking, vision problems, confusion, 

weakness in one part of the body, and headaches without 

knowing the cause. In this study, 42 symptoms were 

defined that accompany the diagnosis of the disease. 

Apart from the main symptoms, twelve risk factors 

stroke patients have, including a history of various 

diseases such as hypertension and diabetes mellitus, a 

family history of stroke, obesity, and smoking habits. 

Case representation can be seen in Table I.  

The CBR approach was used to create this expert 

system, which will take user input, including the patient's 

personal information, symptoms, and known risk factors. 

The system will calculate the local and global similarity 

values between the new case data and the case base. The 

solution to the latest case, where the similarity value 

must be above the threshold, will be taken from the 

example with the highest similarity value. The case will 

be stored in the case base and updated by an expert if the 

similarity value does not surpass the threshold. The 

system will output the patient's type of stroke disease if 

the value exceeds the threshold. The CBR system's 

process for identifying stroke disorders is shown in Fig. 

1. 

The expert system construction uses the CBR 

approach and the Minkowski Distance Similarity method 

to determine how similar new and old examples are. The 

user enters information into the system, including the 

patient's personal information, symptoms, and known 

risk factors. The system then uses the Minkowski 

Distance Similarity method to determine the local and 

global similarity values between the new case data (user 
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input) and the old cases in the case base. The case with 

the highest similarity value—which must be more than 

the threshold—will be utilized as the answer to the new 

case. The case will be stored in the case base and updated 

by an expert if the similarity value does not surpass the 

threshold. The system will then output the name of the 

patient's specific type of stroke disease. 

 

 

 

 

 

 

 

TABLE I 

EXAMPLE OF CASE REPRESENTATION [16] 

Case-based 

Patient Code: K00007 

General Condition:  

1 Age 60 

2 Gender Male 

3 Awareness Compos Mentis 

Symptom:  

G1 Confusion No 

G3 Trouble balancing No 

Gn n-th symptom … 

Risk Factor:  

FR1 History of heart disease No 

FR2 History of hypertension Yes 

FRn n-th risk factor … 

Diagnosis: Embolism Stroke 

 

 

 

 
Fig. 1 Flowchart of the CBR system for stroke diagnosis 

 

 

The goal of similarity measurement is to calculate the 

degree of similarity between two objects. Local and 

global similarity values are the variables that determine 

similarity values. Local similarity measurement aims to 

calculate the degree of similarity between two things. 

The global similarity calculates the similarity between a 
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problem and cases in the case base. Local similarity 

computation assesses the degree of similarity between 

problem attributes and identical attributes from a case. 

Based on the data type of the features, the local similarity 

is calculated [25]. The two data types in local similarity 

are boolean and numeric. Eq. (1) and (2) show, 

respectively, the formula for local similarity with 

numeric and boolean data types, where s and t are the 

values of the features being compared, R is the range of 

values for that feature for numeric data, and s, t is {true, 

false} for boolean data. 

ƒ(𝑠, 𝑡) = 1 −
∣𝑠−𝑡∣

𝑅
                        (1) 

ƒ(𝑠, 𝑡) = {
1, 𝑗𝑖𝑘𝑎 𝑠 = 𝑡
0, 𝑗𝑖𝑘𝑎 𝑠 ≠ 𝑡

                (2) 

This study will analyze the system's accuracy using 

Minkowski Distance Similarity with both local dan 

global similarity. Fig. 2 illustrates calculating local and 

global similarity with Minkowski Distance Similarity. 

The formula for calculating local and global similarity 

using Minkowski Distance Similarity [22] is shown in 

(3). 

[
∑ 𝑤𝑘

𝑟∗∣𝑑𝑘(𝐶𝑖𝑘,𝐶𝑗𝑘)∣𝑟𝑛
𝑘=1

∑ 𝑤𝑘
𝑟𝑛

𝑘=1
]

1
𝑟⁄

∗ 𝑇(𝐶𝑗) ∗  
𝑛(𝐶𝑖,𝐶𝑗)

𝑛(𝐶𝑖)
    (3) 

 

Eq. (3) is the formula for calculating global similarity 

where  𝐸(𝐶𝑖, 𝐶𝑗)  is a global similarity between the target 

case (𝐶𝑖) and the source case (𝐶𝑗), 𝑤𝑘 Attribute k weight 

value, and 𝑑𝑘(𝐶𝑖𝑘 , 𝐶𝑗𝑘) is a local similarity value 

between the k-th attribute of the target case and the k-th 

attribute of the source case . variabel r is a Minkowski 

factor (positive integer), 𝑇(𝐶𝑗): Confidence level of the 

case in the case base, 𝑛(𝐶𝑖,  𝐶𝑗) is the total attributes of 

the target case (𝐶𝑖)that appear in the source case (𝐶𝑗), and 

𝑛(𝐶𝑖): Total number of attributes in the target case (𝐶𝑖). 

B. System Coding  

The system development was carried out as web-

based software using HTML/CSS and PHP, with Apache 

as the web server and MySQL as the database. 

C. System Testing  

The confusion matrix approach is used to test the 

system, and the results include numbers for accuracy, 

recall or sensitivity, and precision. The confusion matrix 

is a table that lists the outcomes of test data that were 

correctly and wrongly labeled [26]. The matrix will 

compute accuracy, precision, and recall by comparing 

the actual and anticipated values, as shown in Table II. 

Eq. (4)–(6) illustrate the relationship between accuracy, 

precision, and recall. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑜𝑡𝑎𝑙
                             (4) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                             (5) 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                  (6) 

The testing uses information from [16] study, which 

includes 180 cases worth of medical records from stroke 

patients treated at DKT Dr. Soetarto Hospital in 

Yogyakarta between 2015 and 2016. Of those, 54 cases, 

or 30% of the total, are used as test data. Different 

threshold values, including (0.6), (0.65), (0.7), (0.75), 

(0.8), (0.85), (0.9), and (0.95), are used to test the system. 

The applied Minkowski distance similarity exponent (r) 

will rise from 1 until there are no longer noticeable 

changes in the system's accuracy. 

III. RESULT AND DISCUSSION 

A. Results of the System 

The patient's overall health, current symptoms, and 

risk factors are input into the system. The system 

evaluates the new case's highest level of similarity to the 

case base's imposed threshold. A solution is offered if the 

similarity value is equal to or more than the threshold. 

An expert will revise the case if the similarity value falls 

below the cutoff. Otherwise, it cannot be solved. Fig. 3 

shows the diagnosis interface implemented, along with 

the  diagnosis outcomes.

 

TABLE II 

CONFUSION MATRIX VARIABEL 

 

 

Prediction 

Value 

Actual Value 

 Positive Negative 

Positive True Positive (TP) False Negative (FP) 

Negative False Negative (FN) True Negative (TN) 
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Fig. 2 Minkowski similarity calculation steps on the system 

 

  
 

 

 

 

 

 

 

 

 

 

(a)                                                                                                      (b) 

Fig. 3 Diagnosis (a) and result page (b) 

 

B. CBR Process on the System 

By determining the similarity between the new case 

and the case base, the retrieval process comprises 

looking for examples comparable to the new case. The 

Minkowski distance similarity method is used in the 

similarity computation.  
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Based on the data type of the characteristics, the 

similarity level between the features of the new case and 

the case base is calculated to determine local similarity. 

Equation (1) is used to calculate the numerical data types 

for features like age, gender, systolic and diastolic blood 

pressure, headache, temperature, pulse, condition, and 

level of consciousness, while Equation (2) is used to 

calculate the boolean data types for features like 

symptoms and risk factors. The global similarity is 

calculated by giving each characteristic a weight, 

determining the expert's confidence level in the case, and 

utilizing Minkowski distance similarity to calculate the 

global similarity value. 

The reuse procedure is implemented by employing 

the previous examples with the most significant 

similarity to the current case. The case with the highest 

degree of similarity is then obtained, and its similarity 

value is contrasted with the threshold. The old case can 

be used as a solution for the new instance if the similarity 

value is greater than or equal to the threshold. The case 

will instead move onto the revision phase if the similarity 

value is below the cutoff. 

The expert revises the case solution that has been 

provided as part of the procedure. The system will update 

the case's diagnosis results when the expert presses the 

revise button. Figure 4 depicts the expert's application of 

the revised procedure. 

New cases are kept in the case base as part of the 

retain procedure. The case will be saved into the case 

base when the user clicks the save button to be utilized 

as a solution for upcoming new cases. The case will be 

added to the case base with the diagnosis result revised 

if it moves into the revision phase so that the expert can 

revise it. 

C. System Testing Results 

Eq. (4), (5), and (6) are used to calculate accuracy, 

precision, and recall during system testing. A total of 54 

cases, or 30% of the case data, are used in the testing. For 

efficiency, the testing is carried out using automation 

scripts, which log into the system and automatically fill 

in patient, symptom, and risk factor information 

depending on test data. The results (accuracy, precision, 

and recall) are then recorded in Excel and PDF files. 

Fig. 5 exhibits the system testing outcomes using the 

confusion matrix and displays various accuracy, 

sensitivity, and recall levels for each threshold and value 

r. The maximum level of accuracy is attained when a 

threshold value of 75 is combined with values for r = 3 

and r = 4, as illustrated in Figure 6. The accuracy rating 

represents how well the system can diagnose. Hence, a 

more excellent accuracy value means the system will 

deliver more accurate diagnosis results or solutions. 

Figure 7 compares the accuracy levels of the two systems 

at a threshold of 70, demonstrating that the Minkowski 

Distance method system has a better accuracy level than 

the Jaccard Coefficient approach without indexing [16].

 

 

 
Fig. 4 Implementation of the revise process 
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Fig. 5 Testing results graph 

 

 
Fig. 6 System accuracy level graph using Minkowski distance similarity 

 
Fig. 7 Graph comparing the accuracy level of the stroke diagnosis system between Minkowski 

distance and Jaccard coefficient [16] 
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Accuracy does not have a preference for any one label 

but calculates all true prediction values. As a result, 

increased accuracy does not always imply that the 

system predicts labels accurately; hence, recall and 

precision values must be calculated. A recall measures 

the system's ability to retrieve information successfully, 

and the higher the recall value, the more effectively the 

system can recognize affirmative cases. 

Applying a threshold value of 75 with values for r = 

3 and r = 4 results in an 88% recall value for the system 

utilizing the Minkowski distance approach, as illustrated 

in Figure 8. As shown in Figure 9, the system's recall 

value when utilizing the Minkowski distance method is 

only 86.95%. However, the system's recall value when 

using the Jaccard Coefficient approach is lower. Positive 

prediction accuracy is measured by a statistic called 

precision; the higher the precision value, the more 

accurate the positive forecasts. As demonstrated in 

Figure 10, the Minkowski distance method system's best 

precision value is attained at a threshold of 50, achieving 

100%. 

According to the system's test results, a similarity 

level of 75 and a value of r = 3 or r = 4 are appropriate 

threshold values for the CBR system to identify stroke 

disease. Compared to various similarity threshold values, 

this selection yields the best accuracy and recall and 

reaches a sensitivity of 100%. Recall is a more 

significant evaluation parameter than precision in a 

system for identifying high-risk conditions (such as 

stroke). A poor recall value would indicate that several 

patients with stroke disease were misdiagnosed as 

healthy people, which might be extremely risky for the 

patients' lives. Therefore, a threshold value of 75 with a 

value of r = 3 or r = 4 results in a system accuracy of 

88.89%, a recall of 88%, and a precision of 100% for the 

CBR system's diagnosis of stroke disease.

 

 

 
Fig. 8 System recall level graph using Minkowski distance 

 
 

 
Fig. 9 Graph comparing the recall level of the system between Minkowski Distance and 

Jaccard Coefficient [16] 
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Fig. 10 System Precision Level Graph 

 

IV. CONCLUSION 

The Minkowski distance similarity method is utilized 

in this study to create a case-based reasoning (CBR) 

reasoning system for identifying stroke disease that may 

be used as a teaching aid for medical students. When 

using a threshold value of 75 with a value r = 3 or r = 4, 

the stroke disease diagnosis system developed in CBR 

that employs the Minkowski distance similarity method 

performs best in terms of accuracy rate (88.89%), recall 

rate (88%), and high precision (100%) rates. Comparing 

the Minkowski Distance Similarity approach to the 

Jaccard Coefficient method, the CBR system for 

identifying stroke disease offers superior accuracy and 

sensitivity/recall scores. 
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